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Abstract

We describe the measurement of theross section in the electron + jets channel, using
the inclusive electron streaming dataset. Using eventsipgshe LVL2 25 GeV isolated
electron trigger, we observe 486 candidate events with a tight electron and missiig
(consistent with &/ — ev decay) and four or more central jets in the data. After cdimgc
for electroweak, diboson, and single top background saynee find that this corresponds
to att cross section of FINAL COUNTING RESULT. Fitting the distuition of the number
of jets in the sample dfV candidates gives an estimate of theross section of FINAL
FITTED RESULT. We also describe studies of the numbédr-tdfgged events and of events
with a tight muon from the same trigger, which are consisteitth the measured top cross
section and could be used to refine the analysis.
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1 Introduction

Motivation+Method
Define data=streaming data, MC = MC.
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2 Data selection

We use the inclusive electron streaming dataset, genefiaieda mixture of physics processes simu-
lated in release 11.0.42 and reconstructed with release6l2. The dataset corresponds to a nominal
luminosity of 18 pb!. The streaming event generation includes simulated oftiead-time” and some
luminosity blocks of bad data. Using the prototype lumitgsonditions database?]to account for
deadtime corrections and file losses, the luminosity in tdusive electron sampl®sis 15.03 pb?.
Removing the four luminosity blocks marked “BAD” in the dagse, we are left with 14.86 pbof data
for this analysis.

2.1 Object definitions

This section describes our object-level cuts that definet widgacall an “electron,” a “jet” and missing
transverse energy; then describes the event-level cutséhase in this study.

Electron definition

An electron is an object fromElectronContainer with the StoreGate kelglectronCollectionwhich
satisfies:

1. AuthorEgamma,

2. |n| <24 and|n| ¢ [1.37,1.52,
3. pr > 25GeV.

4. isEM&OxT7FF ==

Distributions of the electropr andn are shown in Fig. 1.
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Figure 1: Distributions of) (a) andpr (b) of AuthorEgamma electron candidates. The open histogra
for the np distribution includes only those candidates that passegttcut, and forpr distribution only
the candidates that passed theut. Solid histograms are for electrons after bgtand py cuts.

DThese are the ten datagetseamtest.00%. inclEle.merge . AOD.v12000605.
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Jet definition

A jet is an object from arParticleJetContainer with the StoreGate ke€onedTowerParticleJets
which satisfies:

1. |n|<25
2. pr > 25GeV

3. To avoid double counting an electron as a jet, jets thatchrse to electrons passing the cuts
described above are removed by the requirend&electronjet) > 0.3

Note that no default overlap removal is performed betweén gadu, T or photon candidates, since
these objects are not used in this analysis. For the digguss$ithe dilepton mode in Section 8.2, where
a muon candidate is required, the muon is required to be atgairom a jet bylR(u, jet) > 0.3, so no

overlap removal is necessary. Distributions of variabkesduin overlap removal are shown on Figpz,
andn cut variables on Fig. 3.
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Figure 2: Distributions of jet-to-electron distancesijing, andR, before jet-electron overlap removal is

performed. Entries in these plots use electrons after a8l ate applied, and jet candidates before any
cuts are applied.

Missing Transverse Energy

TheEy is obtained from thélissingET object with StoreGate keMET_RefFinal

2.2 Event selection
Event selection cuts are designed to obtain an inclusivepkaoiW — ev events.
e Events are required to pass the_&25i trigger.

e An event must have exactly one electron, as defined above el€btron requirements were im-
posed in stages, as shown in Fig. 5. An event is said to fail'@¢leetron author” cut if there
are no AuthorEgamma electron candidates in the input dallecSimilarly, if there are no input

electrons inside the acceptgdor pr range, or none passes the isEM requirement, the event fails
corresponding cut in Fig. 5.
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Figure 3: Distributions of} (a) andpy (b) of jet candidates, after electron-jet overlap remoVle open
histogram for then distribution includes only those candidates that passegthcut, and for thepr

distribution only the candidates that passednjheut. The solid histograms are for jets after bgtland
pr cuts.

e Fr > 25 GeV, the distribution of this variable before and after tlut is shown on Fig. 4(a)

e Transvers&V mass cut

2 S\ 2
m = (Er(e)+&r) — (Pr(e)+Fr) > 45 Gev )
The distributions before and after the cut are shown in Hip) 4

¢ In addition to the trigger bit requirement, we require thag¢ reconstructed electron matches a
trigger electron that passes the B25i cuts. A match meamtR < 0.2. This matching requirement
is necessary in order to be able to measure trigger efficiasiryg a tag and probe method.

The cuts above define the inclusivé selection. For the counting analysis discussed in se@®n
thett sample is defined by the final cut shown on Fig. 5, which reguareninimum of 4 jets.

3 Calibrations and efficiencies

The stream test data used in this analysis was simulated tedgase 11 but reconstructed using release
12. As a result, the calibration factors applied during restauction are not optimal. In addition, the
Monte Carlo samples used to measure the acceptance haveibeéated with release 12, which has
more material than release 11. We have chosen to handledifssences using a technique similar to
that which would be applied to real data. We treat the stregrdata as our experiment and the release
12 simulation as imperfect Monte Carlo. By comparing the,tivdas possible to derive corrections.
We correct the Monte Carlo as needed. We also measure thertigficiency using the streaming data
itself.

3.1 Electron energy scale calibration

For electrons, we correct the electromagnetic energy sifalee release 12 Monte Carlo to agree with
the scale observed in the streaming data. Before corredioniscalibration is evident in the different
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Figure 5: Number of events before each cut, in the streamatgsét. The inclusivéV — ev sample
contains 64458 events. The very last cut (Num Jetd) is only applied in the counting analysis.



October 25, 2007 — 10: 28 DRAFT 7

shapes of th& mass peak in streaming data and imaRIA Z — eesampl@, as shown in Figure 6.
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Figure 6: Differences in the electron energy scale in stiegrdata and the release 12 simulation sample
show a systematically shifted reconstrucithass.

We assume that the effect of miscalibration can be repredeby a factor that is a product of
independent functions of electron pseudorapidity andgneso the corrected energy can be written
Ecor = a1(N)02(E) - Esim = a(n,E) - Esim. We then determine the correction facm(n,E) by cali-
brating the meaZ mass in bins of) or E. The value 0oMZ reconstructed using corrected electron and
positron energies is(n,,E;)a(n-,E-)M2... To measure the correction, we equate this to the mean
value ofMZ from the streaming data.

In Figure 7, the average value BE, scaled to the world average, is represented as a functitreof
lepton’s energy and pseudorapidity for the streaming diatktlae release 12 simulation. The data distri-
butions, proportional tar (n+,E+)(a(n+,E+)) for positrons (electrons), have no discernible dependence
on the charge of the lepton. We combine the electron andrpogttiots to derive the calibration: the
result is shown in Figure 8. The andE distributions are consistent with a constant correctiantadiaof
1.009+ 0.001 in the rangeH > 25 GeV) and (&< [n| < 1.3 or 17 < |n| < 2.4). We treat the variation
of the correction in the cracks negy| = 1.5 as a systematic uncertainty.

We may incur a systematic bias by assuming that the corre@iindependent of electron energy.
Allowing a linear term in the fit toa (E), the correction varies by 292 in the range 25 to 101 GeV
(which encompasses 90% of the leading electrons in selegtEuts in thet simulation). If we include
the regions near the crack,.8l< |n| < 1.7), the derived correction shifts by@4. We therefore combine
a systematic error of 0.002 with the statistical error onftheso that the electromagnetic energy scale is
known with a 022% relative uncertainty.

3.2 Missing transverse energy scale

The missing transverse energy used to sééctindidates in this analysis is calculated from a sum over
specifically calibrated calorimeter cells in three catéggarcells in electromatic clusters, in jets, and in
clusters not associated with any reconstructed calorinodtiect [1]. This sum is then corrected for the
Er of identified muon candidates and for probable energy loghearcryostat. Since the cell energies
recieve either electromagnetic or hadronic energy scalections, a systematic miscalibration of the
Er could result from miscalibrations of either scale, or of theon identification efficiency.

2JWe usetrigl misall mc12.005144.PythiaZee.recon.A0D.v12000604.
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As a first comparison of the scale of missing energy measurtria the release 12 simulation
and the streaming data, we analyze Wdransverse mass distribution. This distribution is unzttd
by differences in th&V boson kinematics, but other sources of true missing enargly as additional
neutrinos or unidentified muons will distort this distritmrt in the streaming data. We use the inclusive
W cuts described in section 2.1 to seM¢tandidate events in the streaming data ansteHfa W — ev
samplé simulated in release 12.0.6. We apply the lepton energy satection derived in section 3.1
and subtract the change in the electron’s transverse momewector from the missing energy. By
requiring that the multiplicity of jets withpr greater than 25 GeV be less than two we exclude rtiost
events. Th&V transverse mass reconstructed in each sample is plottaduneFLO. The ratio between
the mearMy (W) in the streaming data and the PH1A sample is 0.985- 0.001 wherNieis= 0 and 0.973
+ 0.003 wherNiets = 1. This difference suggests a possible dependence @hrtbeale on the amount of
jet activity. Because th events have a higher level of jet activity then tesample, extrapolation of
theErscale is difficult. We therefore choose to retain our unaie@Fr scale and to assess a systematic
uncertainty due to any miscalibration.

3.3 Trigger Efficiency

We measure the electron trigger efficiency (with respectetmnstruction) of the L225i trigger by
applying the tag and probe method to electrons inZhe eepeak. “Reconstructed” electrons are those
that passed the cuts mentioned in Section 2.1, includingf #ile iISEM cuts except TRT. In events where
there are two good electrons (of opposite charge) that givievariant mass ofnz + 10 GeV, we apply
the standard tag and probe procedure [3] and plot the trigffmiency with respect t@r andn in
Fig. 11. The trigger efficiency is given by:

2N,
& =
N1+ N2
and the statistical uncertainty is given by
o & (1 — &)
& N1+ N2

whereN; is the number of events with at least one electron passingitiger andN; is the number of
events with two electrons passing the trigger. Since theiloligion is essentially flat fopr > 25 GeV
and forn outside the cracks, we quote a simple overall trigger efiwyerather than convoluting it with
the pr distribution of the electrons.

For electrons that pass opt andn cuts, we find the trigger efficiency with respect to recorgian
to beg = (98.96+0.11)%. The error quoted is statistical. The primary backgrounevents passing our
Z mass window cut aré/ and top events with two good electrons. The properties df slectrons, as
far as the trigger is concerned, should be identical to tlbge— eeelectrons. Thus, such background
does not introduce a systematic bias in the efficiency.

One source of systematic uncertainty, however, arises &qaculiarity of the streaming data. Be-
tween the time when the trigger code was run to to create tharsed data (and hence used to create
the trigger mask in the event header) and the time when tleewdatte reconstructed (including recon-
struction of trigger objects), the trigger code changefkatihg the overall trigger efficiency. In the one
typical run of the electron streaming data, we observe 146828ts where the trigger was satisfied based
on the TriggerDecision created during reconstruction a48B® events where the relevant bit was set in

3Wwe usetrigl misall_csc11.005100.JimmyWenu.recon.AOD.v12000601, applying the “1mm” bug correction in the
AOD [2].
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the event header. A total of 14471 of these events were in ammr8ince our tag-and-probe method
requires that the trigger be satisfied in the reconstrudtistnour original events were selected using the
streaming bit, we assign an uncertainty on the electrogérigfficiency.

4 Signal acceptance

4.1 Acceptance calculation

In this section we present the acceptance of our event Eelefur tt signal events generated with
MC@NLO. The MC@NLO sample used was created with a genelatet-filter requiring a lepton
with pr > 5 MeV, so in this note we refer to efficiencies with respecthis tt inclusive lepton sample.
The efficiency of our event preselection fibrleptonic events is 0.13 XXX and the final efficiency,
which includes the jet multiplicity cut, is 0.058 XXX, where the errors quoted are statistical. We
explore systematic errors on the signal acceptance inddeétp.

Event selection requirement acceptance (relative to previous cut)
Generator filter (single leptomr > 5 MeV) 0.554+0
AuthorEgamma electron 0.9572+0.0013

electronn requirements 0.9874+0.0007
electronpr > 25 GeV 0.6002+0.0032

electron isEM requirement 0.3565-+ 0.0041

exactly one electron 0.9695+ 0.0025

Fr> 25 GeV 0.8605:+ 0.0051

W mr > 45 GeV 0.7712+0.0065

Niets > 4 0.4070+ 0.0087

Table 1: The acceptance of our event selection (excludimer requirements) for signal events.
MC@NLO weights are used for all computations.

4.2 Signal modeling systematics
Monte Carlo generator

We use MC@NLO [4] version 3.1, with Jimmy [5] showering, tongeate thet signal events and
determine our acceptance. This generator includes allstémrthe matrix element up to orde, but
neglects some observable angular correlations. As a vedecestimate of the theoretical uncertainty,
we compare the acceptance calculated in section 4.1 to tep@nce derived withYrHIA alone, and
to the acceptance derived withrcARMC?.

Initial and final state radiation

Uncertainty in the modeling of initial and final state ratataffects the average number of jets above
threshold in top events, and thus the acceptance of our sedettion (especially the findiet > 4
requirement). In Table 3, we compare tiieevent acceptance calculated with three differentiia
configurations.

4“Due to a production job configuration error, themeinput events were simulated and reconstructed many timesiin
ACERMC tt dataset. Hence, the statistical error on the acceptandkisossample is not known, and the results will be updated
when a new AErRMC tt sample has been processed.
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PYTHIA Monte Carlo. In each plot, the averagenass squared is shown scaled\8§(PDG), and each
reconstructed mass makes two contributions to the proftegiam.

Generator acceptance of inclusivaV cuts | acceptance ott cuts
ACERMC with duplicate eventg 0.127+7? 0.058+7?
MC@NLO 0.130+ 0.053+
PYTHIA 0.106+ 0.4 0.053+ 0.003

Table 2: The acceptance of our incluskkeandtt event selection (excluding trigger requirements) for
events generated with@deRMC, MC@NLO, and RTHIA . Because of a duplicated event problem in
the ACERMC sample, the statistical errors cannot be reliably calculagd. This table will be updated
when a corrected sample is available.

Sample PYTHIA settings acceptance

AcerMC with “low mr” PYTHIA settings 0.063+ 0.001
PARJ(81) = X default

PARP(61) = default- 2

PARP(62) = X default

AcerMC with default B THIA settings 0.058+7?
PARJ(81)=0.25 GeV

PARP(61)=0.192 GeV

PARP(62)=1 GeV

AcerMC with “highmy” PYTHIA settings 0.052+ 0.001
PARJ(81) = default- 2

PARP(61) = X default
PARP(62) = default- 2

Table 3: Variation in the signal acceptance from thee®RMC + PYTHIA generators when parameters
are changed to explore the uncertainty due to initial and §itse radiation.
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Figure 8: Correction to the electron energy required forrillease 12 simulation.

4.3 Effect of energy scale uncertainties on the signal acceymce
Electromagnetic energy scale calibrations

The calibration in Section 3.1 resulted in a systematic aaggy of about 0.22% on the corrected elec-
tron energy scale. The acceptancetfosignal events when the electron energy correction is vajed
+ 0.2% (and thézrandW transverse mass are recalculated) scale does not changeiapty.

Jet energy scale

We cannot calibrate the jet energy scale using the inclusieetron streaming data. With real data,
this calibration could be performed using photon-jet beilag and related studies [6]. We check the
sensitivity of the signal event acceptance to the nominalusitertainty which should eventually be
achievable for generic jets. The change in acceptance ig &96.

jet energy scale| acceptance ott selection| relative change
1.05 5.55+ 0.15 % +6%
0.95 497+ 0.14 % -5%

Table 4. The acceptance of our event selection (excludigger requirements) with varied jet energy
scales.

Er scale uncertainty

The study in Section 3.2 indicates a systematic uncertaih&pout 3% for low jet multiplicities. How-
ever, the method is too sensitive to contaminatiorttogvents to be used in the high jet multiplicity
region, and comparision of the ratios determined in the @ hnjet bins does not rule out a correla-
tion with jet activity. To estimate a systematic uncertginte simply assume that the jet energy scale
miscalibration is the dominant driver of the missing enesggle in events with a large jet multiplicity.
We therefore assign tHér scale the same nominal 5% uncertainty as the jet energy andlealculate
the effect of such an uncertainty on the signal acceptanbihws shown in Table 5. The resulting
systematic uncertainty is 4%.
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Missing Er scale | Lepton+jets acceptance| relative change
1.05 0.054+ 0.001 +4%
0.95 0.050+ 0.001 -4%

Table 5: The acceptance of our event selection (excludiggdr requirements) with different missing
energy scale settings.
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5 Backgrounds

In additon to top pair production and decay, several othecgsses contribute to the inclusiesample
and the finatt sample. These are of two types, events having a real isaddetton that pass the trigger
and events with the trigger is a fake electron arising fronecker effects.

5.1 Backgrounds with a real electron

The most important background comes from events with akebbson, that decays into electron either
directly or via at lepton. Background fronZ+jets events where one of the electons is lost, is small
because the missing transverse energy cut rejects it. igkedbp production cross section at the LHC
is significant, therefore single top decays constitute a megligible background. Backgrounds from
dibosons\WW, W Z, ZZ) are smaller as the production cross sections of these ggesare small.

Backgrounds are analysed using release 12 Monte Carlo sam§ince the trigger efficiency was
determined from the stream test data in section 3.3 and épemtlent of leptopr, trigger information in
the Monte Carlo samples was not used. the data is correctaccbgstant factor. We applied this factor
to reconstructed electrons in Monte Carlo samples and ciedieenergy of as described in section 3.1.

In the following subsections we describe the backgroundstiagir systematic uncertainties. Table 6
summarizes the results.

Monte

Carlo Filter Number Acceptance of| Predicted num-
MC sample Cross effi- of 4y the inclusive | ber of events in

section | ciency | PUt W selection 1486 pb *

[pb] events
5104W — ev 17440 0.625 | 435750| 0.3412+0.0007 | 5526553+ 11338
5106W — TV 17170 0.198 | 153350| 0.0218+0.0004 | 110131+20.21
51447 — ee 1675 0.855 | 14700 | 0.0050+0.0006 | 10641+1277
5985WW 70 0.35 | 50000 | 0.1572+0.0016 57.23+0.58
5987W Z 27 0.29 | 47900 | 0.1201+0.0015 1397+0.17
5986727 11 0.19 | 49800 | 0.0373+0.0008 1.16+0.02
5500 single topV't 26.7 1 48350 | 0.1092+0.0014 43.33+0.56
5501 single top s-channg¢l 3.3 1 48300 | 0.0884+0.0013 4.33+0.06
5502 single top t-channel  81.3 1 44450 | 0.1003+0.0014 12117+1.69

Table 6: Summary of MC samples used for background estinratntral value extraction. Full names
of the samples and their AMI provenances are listed in AppeAidd Why does cross section for W Tv
differ from W— ev?. | think this is stat errors.

5.1.1 Single Bosons

There are considerable differances in the total rates atigeijet multiplicities in the Monte-Carlo es-
timates [7]. The uncertainties in the absolute rates arealavent to this analysis as we normalized
them to the data. The primary systematic uncertainty afiggs the the jet multiplicity. As the base-
line, we use Pythia generated and simulated with releas@ythif version XXXXX): samples 5104,
5106 and 5144 (see appendix for details). In addition, wepy#igia (5104) generated with release 11
(pythia YYYYY) and simulated with release 12 and Herwig/dim (5100) generated with release 11
and simulated with release 12.
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To further study the systematics we generated additiomapkes varying Monte Carlo parameters as
described in the appendix. Fully simulating these additiGample is prohibitive. Atlfasadd refdoes
not include efficiencies for electrons or jets and is nottralied to these data sets. Therefore it was not
used. Instead, we dervied a transfer funtion and appiedtititb electrons and truth jets: truth jets and
reconstructed jets use the same jet algorithm. Detailsi@pttoceedure are in appendix this

5.1.2 Single Top
5.1.3 Gauge Boson Pairs
5.2 Detector backgrounds

In real data, we anticipate that jets faking electrons wallebsubstantial background. However, since
jet rejection is of the order B0 simulating a large number of these fake electrons is coatiouially
prohibitive. Thus only a very small number exist in the stnggy data. To verify that this background
is negligible, we plot the distributions of the electronntification variables used in isEM. See Fig. 13
[MAKE LOG] for example plots from data. As expected, thegaf the distributions for all variables
are extremely small, both for all electrons and for electrtrat have passed other purification cuts.

As expected, the background of fake electrons is negligilpleeal data, distributions such as these
could be used to quantitatively assess the background apekating the tails intothe acceptance region.
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Cut value = 0.0115. value = 0.04.

Figure 13: Representative examples of electron ID vargafide electrons withn| < 0.8. They show
the expected lack of fake electrons in the streaming datee the open histograms include all electrons
before isEM cuts. The solid histograms are electrons that lassed all iSEM cutexceptthe bit
associated with the one being plotted, and additional em@stto ensure a pure sample.

5.3 Systematic uncertainties on the background estimates
5.3.1 W jet multiplicity using Z

It is essential to have a good measurement of jet multigliatv — ev events, because this process is
the largest background tb events. This multiplicity cannot be obtained directly fralata because the
high multiplicity bins are contaminated Wy events. We can, however measure the jet multiplicity in
Z — eeevents, which has no similar contamination. By computirgyrttiio of jet multiplicities between
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Z — eeandW — ev via Monte Carlo, we can use a measured jet multiplicity Zor~ ee events to
estimate the jet multiplicity i'W — ev events in our background. Fig. 14 shows this ratio. The two
processes do not have identical distributions of jet miidily, but the difference is well behaved and
can be explained via the Sudakov factor.
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Figure 14: Ratio of Jet Multiplicity foZ — eevs W — ev for different generators. The ratio of jets is
compared after event selection cuts.

Z vs W. Can use Z in higher Nj bins to estimate the backgrourttoui being affected by ttbar. But
need W/Z ratio and systematic on it.

6 Cross section results

We extracttt cross section results from the jet multiplicity distritarii of the inclusiveV — ev event
sample defined in section 2.2. The two approaches we usedolat@tt cross section are described
below. Table 7 shows normalized jet multiplicity spectra $treaming data, an MC@NL@ signal
sample, and background samples.

Sanity check: extracting/ cross section.

Table of multiplicities for streaming, ttbar, backgrounds

6.1 Counting method

The “counting” method is similar to the method used by CDFtfar first top observation?]. We use
the inclusivew event selection described in section 2.2, and impose ati@dlicut on jet multiplicity
(at least 4 jets) to select top-enriched subsample. We aibackground normalization by using events
with 0 and 1 jets, which contain a negligible amount of topayec

The dominant background is th'¢ — ev process, therefore we scale cross section for this sample to
match the number of events in 0+1 jet bins observed in strgguekata. That means that — Tv cross
section should be scaled by the same factor as well. Theveelaross sections &V andZ production
are theoretically understood much better than their alsatalues P], therefore we apply the same
scaling to theZ — eesample as well. Cross sections for all other background kmgoe fixed to their
theoretical values, as listed in Table 6, and predicted rmumbf events with 0+1 jet from these sources
are subtracted from the number of 0+1 jet events observddaiaraing data before computing the scaling
factor. The results are shown in Taljl@
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Fraction of accepted inclusive
Sample W events with given jet multi-

plicity

0 2 3 4+

streaming data 0.8254+ 0.0015 | 0.1321+4+0.0013 | 0.0264+ 0.0006 | 0.0085+ 0.0004 | 0.0075+ 0.0003
W — ev 0.7980+0.0010 | 0.16134+0.0010 | 0.0320+0.0005 | 0.0067+0.0002 | 0.0020+ 0.0001
W — 1V 0.7722+0.0073 | 0.1793+0.0066 | 0.0365+ 0.0032 | 0.0084+ 0.0016 | 0.0036+ 0.0010
Z—ee 0.2703+0.0516 | 0.2703+ 0.0516 | 0.3243+0.0544 | 0.1081+0.0361 | 0.0270+ 0.0189
wWw 0.3145+0.0052 | 0.3630+0.0054 | 0.2382+0.0048 | 0.0704+0.0029 | 0.0139+ 0.0013
Wz 0.3578+0.0063 | 0.31764+0.0061 | 0.2353+0.0056 | 0.0730+ 0.0034 | 0.0163+ 0.0017
zZZ 0.2939+0.0106 | 0.3827+0.0113 | 0.2018+0.0093 | 0.0797+ 0.0063 | 0.0420+ 0.0047
single top:
Wt 0.01024+0.0014 | 0.1062+ 0.0042 | 0.3262+0.0065 | 0.3321+0.0065 | 0.2253+ 0.0057
s-channel 0.07314+0.0040 | 0.2948+ 0.0070 | 0.4288+0.0076 | 0.1590+ 0.0056 | 0.0443+ 0.0031
t-channel 0.0498+ 0.0033 | 0.2533+0.0065 | 0.3440+0.0071 | 0.2333+£0.0063 | 0.1196+ 0.0049

tt

[ 0.0108+0.0016 | 0.0710+0.0039 | 0.2173+ 0.0063 | 0.2938+ 0.0069 | 0.4070-+ 0.0075 |

Table 7:

Process

Number of 0+1 jet events

5 Number of 4+ jet event$

Streaming data

61721.00

486

single top (Wt)
single top (s-chan)
single top (t-chan)

5.04
1.58
36.73

WW
wZz
7

Excess in data |

theoreticaW — ev
theoreticaW — tv
theoreticalZ — ee

Scaling factor |

1.nnn|

scaledV — ev
scaledW — tv
scaledZ — ee

Total BG

73+8

ttbar events

413+23

Table 8: Calculation of th& cross section in the “counting” methoBerhaps this is too detailed.
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6.2 Fitting method
7 Results

As noted above, we observe 486 ttbar candidate events in4tBa pb of good luminosity blocks in
the streaming data.

** summary of systematic errors Review of above (Table)

* Cross section, given "all-top” hypothesis Andrei

8 Refinements and other analyses

We have, in this study, focused on analyses that can be patbon the small data sample of the stream
test. There are other event selections which, althoughelisgent, result in higher signal to background
and/or in analyses with different systematics.

The requirement of taggdwsjets in the events significantly reduces YWebackground: indeed it was
required for the first analysis done by CDF as the signal t&kdpaeind ratio is lower at the Tevatron.
Extraction of the cross section from this requires the aolil knowledge of thdo-tagging efficiency
which can be obtained from the data sample itself by comgamients with one and twitags provided
that the single top component, which also contdafets, can be removed or measured separately. The
requirement of two leptons will provide a reduction in backgnd. We can use this channel by starting
with our original event selection based on the electron agdiring a muon in the event.

The final state can be constrained in the lepton+jet anabysisudying the invariant mass of two and
three jet subsystems as is done in the commissioning asalfsch uses 100 pld ?2. A sufficiently
large sample can be used to provide an in situ calibratiohefight quark andb-quark jet energy scales.
The following provides some preliminary results using thasethods.

8.1 b-Tagging

Identifying jets fromb-quark fragmentation is not necessary for isolatingvent candidates, however it
is useful for calibrations and cross-checks. In this ansiy® use the current default tagger 1P3D+SV1
(reference?) which is a combination of a 3D impact parantegger and a secondary vertex tagger. A
jetis defined to be tagged adbget if its weight is greater than 3.0.

Jet multiplicity distributions for events passing the glestion cuts are plotted in Fig. 15 for stream-
ing data and for the MC @ NL @ sample withoub-tagging and when requiring at least one respectively
at least twdb-jets. Fig. 16 shows the sample composition of events willeest one or at least twmjets.
The PrTHIA electroweak background samplés— ev, W — tv andZ — eeare, after normalization to
their relative cross sections, scaled to match the numbevaexits in the (0+1) jet bins for the streaming
data without requirindp-tagging and this scale factor is then applied to the sanvghes usindd>-tagging.
Thett sample and the BERMC single top samples are all normalized according to theiss sections.

8.2 Dilepton Mode

1/9 oftt decays are fully leptonic with boMV decaying into a lepton and a neutrino. The dilepton mode
provides a clean sample and is despite its limited use imsgnacting the top mass valuable for cross-
checks with results from the semi-leptonic mode and for jgliag att subsample with highly reduced
background.

For the dilepton mode we select events with exactly one reledias defined in section 2.1) and
exactly one muon. A muon is defined as an object frofuénContainer with the StoreGate key
MuidMuonCollectiorand for which:
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Figure 15: Jet multiplicity distributions for streamingtda(a) and the MC@NLQt sample (b) for
semi-leptonically decaying events with zero, at least aret teast twdb-tagged jets.
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Figure 16: Normalized jet multiplicities for streaming datnd its different components when requiring
at least one (a) or at least tvgets (b) for the semi-leptonic mode.
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1. pr >15GeV

2. In|<24

3. isolationEtr < 6 GeV in a cone of 0.2
4. dR(u, jet) > 0.3

For these events, jet multiplicity distributions with andéhout requiringb-tagging are shown in Fig. 17
for streaming data and MC@NL@. Similarly to the semi-leptonic case, jet multiplicitieseglotted
for fully leptonic event candidates to show the sample casitjpm withoutb-tagging (Fig. 18) and with
at least one or twb-jets (Fig. 19). For the dilepton mode we include arRiA W — pv sample in the
electroweak background in addition to the ones used foreha@-teptonic mode. Fig. 19 only includes
the background samples which had any contributions to thraydtiplicites after normalization.
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Figure 17: Jet multiplicities for streaming data (a) and MR@D tt (b) for events in the dilepton mode
without b-tagging and with at least one or at least twtagged jets.
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Figure 18: Normalized jet multiplicities for streaming da&nd its different components withobt
tagging for fully leptonic event candidates.
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Figure 19: Normalized jet multiplicities for streaming datnd its different components when requiring
at least one (a) or at least tvgets (b) in the dilepton mode.

8.3 Reconstructed Top Mass

To validate thet event selection for the semi-leptonic mode we considemvariant mass of the hadron-
ically decayingW and corresponding reconstructed top mass. We isolatesewattt four or five jets of
which two are tagged dsjets. For events with four jets, the hadrolitmass is calculated from the two
untagged jets. For events with five jets there are three lplessbmbinations of th#/ mass and for these
we choose to have three entries per event. The distribufitimednvariant mass is shown in Fig. 20 for
streaming data and MC @ NL @ respectively.
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Figure 20: Invariant mass of the hadroklitfor streaming data (a) and MC @ NL®D(b) for events with
four or five jets of which two aré-tagged. There are 3 entries per event for 5-jet events.

The reconstructed top mass is determined by choosing tee-jat combination of the di-jets con-
stituting the hadroni&@V together with theb-jet resulting in highest total transverse momentum. As for
theW invariant mass we have one entry per event for the four-jetbid three entries per event for the
five-jet bin. The distribution of the reconstructed top m@sshown in Fig. 21 for streaming data and
MC@NLO't.
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Figure 21: Reconstructed top mass for events with four orjétseof which two ard-tagged for stream-
ing data (a) and MC@NLQ (b). For each hadroni/ di-jet combination, the three-jet combination
(two untagged jets plus onejet) resulting in highest sumy is chosen.

9 Conclusion

Compare with [8].

A MC samples

A.1 Samples fortt signal

MC@NLO : trigl misall mc12.005200.T1 McAtNlo Jimmy.recon.AOD.v12000605 (2)
ACERMC : trigl misall mc12.005205.AcerMCttbar.merge.AOD.v12000604 (bad!)(3)
PYTHIA © trigl misall mc12.005568.ttbar Pythia.merge.v12000605 4)

(5)

A.2 Samples for electroweak backgrounds

W — evJimmy : triglmisall csc11.005100.JimmyWenu.recon.A0D.v12000601  (6)
W — eVPYTHIA : triglmisall csc11.005104.PythiaWenu.recon.A0OD.v12000601 (7)
Z—ee : trigl misall mc12.005144.PythiaZee.recon.A0D.v12000604 (8)

W —1Tv : triglmisall csc11.005106.PythiaWtaunu.recon.A0D.v12000605(9)

(10)
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A.3 Samples for single top and dibosons

t—channel : trigl misall mc12.005500.AcerMC_tchan.merge.AOD.v12000605 (11)

Wt : triglmisall mcl12.005500.AcerMC_Wt.merge.AOD.v12000605 (12)
s—channel : trigl misall mc12.005500.AcerMC_schan.merge.AOD.v12000605 (13)
WW (14)

Wz (15)

7 (16)

(17)

Describe generator filter for each sample.
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